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"Pure Mathematics is, in its way,
the poetry of logical ideas.”
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1 Introduction

Number 18 the ruler of forms and ideas, and the cause of
gods and demons.
— Pythagoras, c. 300 (Taylor 1818)

1. Introduction

The study of vision must therefore include not
only the study of how to extract from images ...,
but also an inquiry 1nto the nature of the internal B
representations by which we capture this infor- = /N 4 v
mation and thus make it available as a basis for ARG UK
decisions about our thoughts and actions. UCLA

— David Marr, 1982 [35]
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It has been widely recognized that making a good match-
ing decision requires to take into account the rich interaction
structures in the text matching process, starting from the in-
teractions between words, to various matching patterns in
the phrases and the whole sentences. Taking the aforemen-
tioned two sentences as an example, the interaction struc-
tures are of different levels, as illustrated in Figure 1.

T): '\ down th \noodles and dumpli ; hi vod
7 __gr_n__lg_qﬁqs_ 'lnoo % ings |were famc:)us chinese foo ‘dentical
T,: [c:l(_zlivh:tl_ze:':c-_zééé E dumﬁlings and noodles| were popular in china;  ----- similar

Figure 1: An example of interaction structures in paraphrase
identification.
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Word Level Matching Signals refer to matchings be-
tween words in the two texts, including not only iden-
tical word matchings, such as “down—-down”, “the—the”,
“ages—ages”, “noodles—noodles”, “and—and’, “dumplings—
dumplings” and “were—were”, but also similar word match-
ings, such as “famous—popular” and “chinese—china’”.

Phrase Level Matching Signals refer to matchings be-
tween phrases, including n-gram and n-term. N-gram match-
ing occurs with n exactly matched successive words, e.g.
“(down the ages)—(down the ages)”. While n-term matching
allows for order or semantic alternatives, e.g. “(noodles and
dumplings)—(dumplings and noodles)”, and “(were famous
chinese food)—(were popular in china)”.

Sentence Level Matching Signals refer to matchings be-
tween sentences, which are composed of multiple lower
level matching signals, e.g. the three successive phrase level
matchings mentioned above. When we consider matchings
between paragraphs that contain multiple sentences, the
whole paragraph will be viewed as a long sentence and the
same composition strategy would generate paragraph level
matching signals.

Text Matching as Image Recognition, Liang Pang, Yanyan
Lan, Jiafeng Guo, Jun Xu, and Xueqgi Cheng, AAAI2016.
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Word-level Phrase-level Sentence-level
Matching Signals Matching Signals Matching Signals

More kernels

Kernel1

Image Edges, corners ... Motifs Parts Objects
Figure 2: Relationships between text matching and image recognition.

Text Matching as Image Recognition, Liang Pang, Yanyan
Lan, Jiafeng Guo, Jun Xu, and Xueqi Cheng, AAAI2016.
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Why is this a cardinal, but not a scarlet tanager?

/ Predict Candidate Counterfactual Evidence \

Counter-Class: Scarlet Tanager
This is a Scarlet Tanager
because it is a red bird with a

pointy beak and black eyes.
This is a Scarlet Tanager
because it is a red bird with
black wings and a pointy beak.

)

Evidence Checker )

Attribute Score
red bird 0.94
==mmp| Evidence Checker ]—b pointy beak 0.87
L black eyes 0.92
< black wings 0.12

Counterfactual Explanation Generator )

Explanation

——
[ Generator

It is not a Scarlet Tanager because it does not
have black wings.

- J

Figure 1. Outline of our counterfactual explanation pipeline. We
first predict candidate counterfactual evidence, then determine if
counterfactual evidence is in the image, then finally generates a
cohesive sentence which mentions the counterfactual evidence
which cannot be found in the image.

Prof. Trevor Darrell
UC Berkeley
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Recently pairwise preference judgment has been investi-

gated as a good alternative [20, 26]. Instead of assignin ekl
Ssessor Tooks at two > ELANEER

a relevance grade to a document, an assessor looks at two
pages and judges which one is better. Con Wi -

) determine the gradatlon speciiications
as it is a binary decision. (2) It is easier for an assessor to ex-
press a preference for one document over the other than to
assign a pre-defined grade to each of them [7]. (3) Most
state-of-the-art learning to rank models, pairwise or list-
wise, are trained over preferences. As noted by Carterette et
al. [7], “by collecting preferences directly, some of the noise
associated with difficulty in distinguishing between differ-
ent levels of relevance may be reduced.” Although prefer-
ence judgment likely produce more reliable labeled data, it
is often criticized for increasing the complexity of judgment
e.g. from O(n) to O(nlogn) [20]), which poses a big chal-
lenge 1n wide use. Do we actually need to judge so many
pairs for real search systems? If not, which pairs do we
choose?” How to choose? These questions become the origi-
nal motivation ot this paper.
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“Think like a man of action, act like a man of
thought.”

—Henri Bergson



