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Abstract

Given the overwhelming amounts of information in our current 24/7 stream of new incom-
ing articles, new techniques are needed to enable users to focus on just the key entities
and concepts along with their relationships. Examples include news articles but also busi-
ness reports and social media. The fact that relevant information may be distributed across
diverse sources makes it particularly challenging to identify relevant connections. In this
paper, we propose a system called MuReX to aid users in quickly discerning salient con-
nections and facts from a set of related documents and viewing the resulting information as
a graph-based visualization. Our approach involves open information extraction, followed
by a careful transformation and filtering approach. We rely on integer linear programming
to ensure that we retain only the most confident and compatible facts with regard to a user
query, and finally apply a graph ranking approach to obtain a coherent graph that repre-
sents meaningful and salient relationships, which users may explore visually. Experimental
results corroborate the effectiveness of our proposed approaches, and the local system we
developed has been running for more than one year.

Keywords Multi-document semantic extraction system - Open information extraction -

Graph-based visualization

1 Introduction

In today’s digital and highly interconnected world, there is an endless 24/7 stream of new
articles appearing online, including news reports, business transactions, digital media, etc.
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[51]. Faced with these overwhelming amounts of information, people may desire to have a
better understanding of what the key topics and facts in the news are, what user comments
focus on, and how new articles are related to previous news. In some cases, they may desire
more detailed information about key entities and concepts and their relationships. However,
such topic-specific key facts in the news are often spread across a number of disparate
articles and sources. Not only do different outlets often cover different aspects of a story,
but typically, also new information only becomes available over time, so new articles in a
developing story need to be connected to previous ones, or to historic documents providing
relevant background information. Therefore, it is crucial to analyze and explore different
aspects of news data to satisfy people’s information needs.

Topic Detection and Tracking (TDT) has been attracting substantial attention in academia
and industry, and addresses many problems that relate to the structure of the news stream,
news modeling, topic detection, and so on. Google, for instance, organizes news in terms
of collections of similar articles. However, TDT operates at the document level. It does not
involve identifying individual facts and tracking their connections across articles.

Given a query topic, a user is often expected to grasp the key information by scouring
through a long list of relevant documents. In contrast, information providers sometimes rely
on conceptual graphs to gather and deliver news information [8], and this is also a natu-
ral way for information consumers to grasp significant facts in a specific domain. Relying
on conceptual graphs to organize and manage news can help us integrate news from differ-
ent facets, so that we can turn a collection of news into multifaceted information (person,
location, time, etc.). Such conceptual graphs differ from traditional graphs that have only a
single relation. They also differ from knowledge graphs [18], which normally have a prede-
fined set of relations. We consider conceptual graphs consisting of an open-ended inventory
of noun phrase concepts as nodes, and an open-ended inventory of potential relationships
to connect the concepts, enabling them to very flexibly encode heterogeneous information.
This applies especially for user-specified news topics, as illustrated by an example based on
the topic “presidential election of the US” in Figure 1.

Achieving the transformation from a raw collection of news articles to this sort of graph
is a challenging problem. The main difficulties are three-fold: (1) Newswire text often con-
sists of challenging natural language sentences that are non-trivial to interpret. Traditional
relation extraction systems require us to pre-specify the set of relations of interest. This is
obviously not suitable for news documents in light of the open-ended nature of the diverse
relationships that they may cover. (2) Important concepts and facts appear both within and
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Figure 1 Example of a conceptual graph on the topic “presidential election of the US”
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across different unstructured text sources, and how to recognize and normalize them, so
as to cope with the high level of redundancy across documents, is not obvious. (3) Even
after identifying and normalizing factual information, identifying the most salient pieces
of information and constructing a coherent graph that can easily be perused by users is a
challenging task that has not been solved in previous work.

In view of the above challenges, we propose a novel multi-document semantic relation
extraction system called MuReX, to extract salient entities, concepts, and their relationships,
discover connections within and across them, such that the resulting information can be
represented in a graph-based visualization. We rely on a series of natural language process-
ing techniques, including an open information extraction (Open IE) method with several
transformations to automatically extract large amounts of candidate facts (i.e., subject-
predicate-object triples) from the pre-processed text documents. However, Open IE does
not make any attempt to connect the extracted triples across sentences or even documents.
Additionally, many of the triples may be correct yet irrelevant to the user-specified query
topic. To overcome these issues, we propose a two-stage candidate triple filtering (TCTF)
approach to further filter out large numbers of irrelevant and meaningless triples with regard
to the given topic of interest. Moreover, we propose an integer linear programming (ILP)
approach for local compatibility to avoid incoherent facts within the filtered results and to
integrate them in the form of an initial graph. We further improve this graph based on the
heuristic strategy of iteratively removing the weakest concepts with relatively lower impor-
tance scores, so as to ensure that the final large conceptual graph only consists of facts
that are likely to represent meaningful and salient relationships, which users may explore
visually.

The key contributions of our work are as follows:

—  We adapt open information extraction (Open IE) such that more correct and meaningful
candidate facts are extracted from the input unstructured text documents.

—  We propose a two-stage candidate triple filtering approach based on an improved self-
learning framework to discern which of the extracted candidate facts are coherent with
regard to the pre-specified query topic.

—  We model local compatibility of the facts as a constrained optimization problem, and
propose an integer linear programming approach to solve it and avoid incoherent facts
within the filtered results. Based on the results, we further introduce a heuristic strat-
egy to construct the final conceptual graph consisting only of facts that are likely to
represent meaningful and salient relationships that can be explored visually.

—  We conduct extensive experiments on real-world English language news articles col-
lected from Web sources, and compare our results against several state-of-the-art Open
IE methods. We also investigate the quality of the final generated conceptual graph for
different query topics with regard to its coverage rate of topic entities and concepts,
the confidence score, and the compatibility of involved facts. The experimental results
demonstrate the effectiveness of the proposed approaches.

—  Our overall multi-document semantic extraction system, called MuReX, consists of a
backend that implements the aforementioned algorithms to ensure that only those facts
and connections that are deemed most salient and meaningful within and across multi-
ple related documents are maintained. In the frontend, the system provides compelling
visual views, covering all steps of the processing pipeline.
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The remainder of this paper is organized as follows. We review related research in this
area in Section 2 and then provide some preliminaries related to our proposed system
in Section 3. Section 4 provides the details of the core algorithms that drive MuReX. In
Section 5, we conduct an extensive experimental evaluation and provide an analysis of the
effectiveness of the different phases of our MuReX system. In Section 6, we present the
interactive visualization aspects of our system. Finally, the conclusions and future work are
described in Section 7.

2 Related work

In this section, we review the literature along four distinct lines of research: news repre-
sentation, topic detection and tracking, open information extraction, and multi-document
semantic mining. We highlight the unique aspects of our proposed approaches compared to
each line of work.

2.1 News representation

The IPTC (International Press Telecommunications Council) has been specifying standards
for exchanging news since 1979, including the NewsML and EventsML standards for con-
veying news and event information in the news industry [6, 8]. With the growing prominence
of Web news media, rNews was introduced in 2011 to define the terminology and data model
required to embed news-specific meta-data into HTML documents [7]. Google, Microsoft,
and Yahoo!’s schema.org effort provides a standard markup vocabulary that, among other
things, covers the different items pertaining to an event [16].

In this paper, we study conceptual graphs as another important representation form of
news contents. Conceptual graphs resemble mind maps in that they intuitively reflect the
way people conceptualize the world in terms of entities, concepts, and their relationships.
We hypothesize that such graphs are helpful in discerning the key entities and concepts and
their relationships within as well as across documents. Falke and Gurevych [11] explored
the idea that when concepts and relations are linked to corresponding locations in the doc-
uments they have been extracted from, the graph can be used to navigate in a collection of
documents, similar to a table of contents.

2.2 Topic detection and tracking

Topic Detection and Tracking (TDT) is a research topic that aims at discovering the topical
structure in large streams of news stemming from multiple news outlets [49, 54].

Leskovec et al. [23] developed a framework for tracking short, distinctive phrases that
travel online while for the most part remaining intact. Li er al. [24] designed a flexible
topic-driven framework for news exploration. Wang et al. [48] proposed a topic model that
connects news articles and social media. Hu et al. [20] designed a model for travel rec-
ommendation from multi-source social media data. Shahaf and Guestrin [37] investigated
methods to construct connections between different pieces of information to form a chain
across a specific topic. Xu et al. [50] proposed a novel media annotation method based
on analytics of streaming social interactions using media content instead of the metadata.
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Lin et al. [25] as well as Mei and Zhai [29] studied the task of Temporal Text Mining (TTM),
which seeks to discover and summarize the evolution of patterns of themes in a text stream.
Pouliquen et al. [34] developed the Europe Media Monitor (EMM) system for cross-lingual
story tracking, gathering, grouping and linking of news over time. Shan et al. [38] devel-
oped the EventSearch system for event extraction and retrieval on four types of news-related
historical data.

In this paper, we do not consider the detection and tracking of topics or events within the
news stream. Rather, our work aims at an in-depth semantic analysis of multiple documents,
in particular to capture meaningful and salient factual relationships and connections within
and across documents. For this, our system allows the user to provide a topic of interest that
is used to select a set of relevant input documents.

2.3 Open information extraction

Traditional pattern-based information extraction approaches focus on particular relations.
For example, the Hearst pattern approach [17] considers the constructions “NPy such as
NPx” or “NPx and other NPy” for hypernym—hyponym relation extraction. Tandon et
al. [43] investigated scaling such techniques up to hundreds of thousands of patterns that
are automatically identified and aggregated. Their study considered 3 different relations.

Open IE [2] instead seeks to extract relational triples from a given text in an open-ended
manner, capturing a wide range of possible relationships between items. ReVerb [10] iden-
tifies relational phrases via part-of-speech based regular expressions. Carlson and Mitchell
etal. [5, 32] proposed a never-ending language learning system called NELL based on free-
text predicate patterns. There have been attempts to draw on more linguistically informed
signals rather than shallow string matching patterns. This can be achieved for instance by
invoking dependency parsing or semantic role labeling, so as to better capture long-distance
relationships. Along these lines, the ClauselE [9] system induces short but coherent relation-
ships along dependency paths, also supporting n-ary propositions. Angeli et al. [1] adopt a
clause splitter using distant supervision and also investigate statistically mapping predicates
to a known relation schema. MinlE [14] removes overly specific constituents and captures
implicit relations by introducing several statistic measures such as polarity, modality, attri-
bution, and quantities. Other works focused on open-ended extraction of particular kinds of
facts, such as object properties [45], comparisons [46], or activities [44].

Compared with previous work, in this paper, we propose a method that leverages the
results of open information extraction approaches of the sort described above, but attempts
to go beyond Open IE by applying additional transformations and filtering. One reason
for this is that open information extraction tools often produce noisy extractions stemming
from failed syntactic analyses or from error propagation in their pipeline. We hence rely on
rule-based constraints to mitigate the problem.

Ultimately, the task considered in this paper requires going beyond raw open information
extraction. While Open IE systems do extract specific facts from text, they do not aim
to connect facts across sentences or documents [13, 35], and often neglect whether the
extractions are meaningful on their own and indicative of what is genuinely being expressed
in the input text. Additionally, our task requires choosing a coherent set of particularly
salient facts [51] to present to the user.
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2.4 Mining multi-document semantics

GoWvis! [47] is an interactive web application that generates single-document summariza-
tions for a text provided as input, by producing a Graph-of-Words representation. Edges
in such graphs, however, merely represent co-occurrences of words rather than specific
relationships expressed in the text. The Networks of Names project® [22] adopts a simi-
lar strategy, but restricted to named entities, i.e., any two named entities co-occurring in
the same sentence are considered related. The system additionally allows the user to assign
labels to relationships and can then attempt to find further instances of such relationships,
but this requires the user to provide significant amounts of training data for each kind of rela-
tion. The Network of the Day project? [3] builds on Networks of Names to provide a daily
analysis of German news articles. The news/s/leak project* [52] further extends this line of
work by adding access to additional corpora such as the WikiLeaks PlusD collection and by
providing additional forms of document analytics. The aim is to aid journalists in discover-
ing and analysing newsworthy connections within such corpora. This version also attaches
general document keywords as tags to relationships, but does not aim at sentence-level
relation semantics as considered in our work.

Ge et al. [15] presented an integrated system that combines crowdsourcing, semi-automatic
extraction from text, and visual analytics across large amounts of spatio-temporal data. This
system does not, however, display networks of entities, but focuses on insights that cannot
be easily observed in individual facts. The present article extends a prior publication [39],
which introduced a system that can extract facts from a set of related articles. However, that
paper did not provide an adequate evaluation with regard to the quality of the extracted facts.

Ji et al. [21] used information extraction-based features to improve multi-document text
summarization. Mann [26] investigated logical constraints to aggregate a closed predefined
set of relations mined from multiple documents. Our system, in contrast, addresses the task
of extracting and connecting arbitrary salient entities and facts from multiple documents,
enabling a deeper exploration of meaningful connections.

3 Preliminaries

In this section, we first formulate our problem and then proceed to provide an overall
overview of our proposed MuReX system.

3.1 Problem formulation

The objective in our work is to provide means of assisting users in quickly finding mean-
ingful and salient connections and facts from a collection of relevant documents. This can
be broken down into five major subtasks:

— Subtask 1: Data Preprocessing. Given a collection of documents D; = {d; | i =
1, ..., N}, the objective in this subtask is to extract a set of sentences Sx = {Si |i =
l,..., K} from Dy, the top-k documents within D,, where Y represents a selected
collection of top-k sentences in d;.

Uhttps://safetyapp.shinyapps.io/GoWvis/
Zhttp://maggie.lt.informatik.tu-darmstadt.de/thesis/master/NetworksOfNames
3http://tagesnetzwerk.de

“http://www.newsleak.io/
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Subtask 2: Candidate Fact Extraction. Given a specified query topic T, the goal in
this subtask is to extract a set of facts F. = {f; | i = 1, ..., M} from Si. Each of these
facts is a triple of the form (s, r, 0), consisting of a subject s, relation r, and object o.
Since we still need to assess the saliency and coherence of these facts with regard to the
query T, we refer to them as candidate facts.

Subtask 3: Topic Coherence Estimation of Candidate Facts. The goal of this subtask
is to pick a subset F; C F. such that the facts are coherent with the user’s query topic 7.
Subtask 4: Compatibility Measure of Facts. The goal in this subtask is to identify a
further subset F{ C F; that additionally maintains a high degree of local compatibility
as well.

Subtask 5: Conceptual Graph Construction. The goal of this final subtask is to deter-
mine which of the facts from F/ generated in the previous subtask are more likely to be
salient, which of their entities and concepts to merge, and, when merging, which of the
available labels to leverage in the final conceptual graph G.

3.2 Overview of our system

The architecture of MuReX is illustrated in Figure 2. It consists of five major phases in order
to address the problems associated with the four subtasks introduced above in Section 3.1.
Given a specified query topic for the documents, we preprocess all relevant input texts, in
order to make the subsequent operations more efficient. This entails applying a series of
natural language processing methods, including document ranking, coreference resolution,
and sentence ranking.

The subsequent core of our approach consists of four steps as follows:

First, we invoke three open information extraction systems to extract candidate facts
from the preprocessed text documents, resulting in subject—predicate—object triples.
During the extraction, we apply several straightforward transformations to correct two
types of common errors, particularly wrong boundaries and uninformative extractions,
caused by the syntactic analysis in the extraction approaches.

*********** I e T T T T T T T T T T T T T T T T ————————-
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— In the set of candidate facts extracted from the previous phase, unfortunately, many
are correct but turn out to be irrelevant to the specified document topic. Hence, we
propose a candidate triple filtering (TCTF) method based on an improved self-learning
framework to filter out irrelevant triples depending on how coherent they are for the
given topic of interest. TCTF consists of two stages, and the procedure operates in an
iterative manner until a convergence criterion is met.

—  Aggregating all the facts from the filtered results would produce a certain degree of
incoherence. In the third step, we avoid this by proposing an integer linear programming
(ILP) method for local compatibility to capture the most confident and compatible facts
from the filtered results.

— Finally, we create an output graph suitable for presentation to the user. For this, we
aggregate the most confident and compatible facts chosen earlier into an initial graph
by further merging equivalent entities and concepts, and adding synthetic relations.
Then, we adapt this graph using the heuristic of iteratively removing the weakest enti-
ties and concepts with relatively lower importance scores, computed using an extended
TextRank algorithm. This ensures that the final conceptual graph only consists of facts
likely to represent meaningful and salient relationships.

More details of these phases will be given in Section 4.

3.2.1 User interface of the system

The system is configured to work with large unstructured document collections. As a first step,
the user selects from the overall document collection a specific smaller set of documents that
are to be scrutinized. To achieve this, the user can provide a set of query keywords to find
relevant documents that can be selected. The overall process of producing a visualization
with this system consists of multiple steps, which the interface supports as follows:

—  Allowing users to provide query words relating to their search intents or interests, enabling
them to browse the document collection while also discerning related documents.

— Given the user query, the system then invokes the processing steps described earlier in
Section 3.2 to produce a set of facts that constitute a conceptual graph, consisting of
salient and coherent concepts and relationships.

— Users are able to explore the facts via a graph-based visualization that illustrate the
connected facts and facilitates exploring the graph. It is also possible to save and share
such facts. This final component of the system is described in Section 6 in more detail.

4 Multi-document semantic extraction

In this section, the core algorithms for our five main subtasks outlined in Section 3 are
described in full detail. The first of these is the preprocessing performed for the input news
documents. This is followed by our Open IE approach that exploits the results of multi-
ple extraction systems with additional transformations to automatically extract high-quality
candidate facts from the preprocessed text documents. Subsequently, we describe our two-
stage candidate triple filtering (TCTF) approach to further filter out the large number of
irrelevant and meaningless triples with respect to the topic of interest, as well as our integer
linear programming (ILP) approach as a local compatibility measure to eliminate incoher-
ent facts from the filtering results and integrate them in the form of an initial graph. Finally,
we describe our heuristic strategy to generate a conceptual graph suitable for presentation
to the user, consisting only of facts likely to represent meaningful and salient relationships.
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4.1 Data preprocessing

Bearing in mind our first subtask is a relation extraction task applied to news documents,
it is crucial to preprocess the input texts. In this work, the goal of the data preprocessing is
to enhance the subsequent readability and choose sentences with sufficiently high saliency
from each document, which are more likely to exhibit a high degree of relevance and con-
tribution towards the core ideas expressed in the document. We rely on the following series
of natural language processing methods:

Step 1: Document Ranking. Given a specified query topic 7 and a document collection
D, ={d; | i = 1,..,N} for T, the system first selects relevant words or sequences of
words (chunks) with sufficiently high frequency appearing in d; € D; as topic words Wi =
{w; | j=1,..,M} (1 <i < N). As candidates, we consider all categories of nouns,
adjective — noun combinations (JJ + noun), noun — preposition or subordinating conjunction
— noun combinations (noun + IN + noun), other noun phrases (NP), gerund verbs (VBG),
prepositional phrases (PP), and named entities (NE). The Stanford CoreNLP system [27]
is used for sentence splitting, part-of-speech (POS) labeling, lemmatization, and named
entity recognition. Stop words such as “the”, “an”, “and” with the highest frequency are
also removed during this procedure. For each word wi]. € Wi, we compute its weight via
traditional TF-IDF. D, are ranked according to the document score score(d;), which is
computed as the sum of TF-IDF weights for the entire set of topic words in d;. By default,
the top-k documents Dy € Dy are selected for further processing, denoted by Dy = {d; |
i=1,.., K}

Step 2: Coreference Resolution. Pronouns such as “she” are ubiquitous in language and
thus entity names often are not explicitly repeated when new facts are expressed in a text.
To nevertheless interpret such textual data appropriately, it is hence necessary to resolve
pronouns, for which we again rely on the Stanford CoreNLP system [27]. Thus, an occur-
rence of the pronoun “she” may be replaced by “Angela Merkel”, for instance. We perform
coreference resolution, which introduces coreference links between mentions that refer to
the same entity or concept within d; € Dj. Note that after individual documents d; have
been processed, cross-document co-reference over Dy is then achieved via simple named
entity string matching.

Step 3: Sentence Ranking. Different sentences within an article tend to exhibit a high
variance with regard to their degree of relevance and contribution towards the core ideas
expressed in the article. To address this, our system computes TextRank importance scores
[30] for all sentences within d; € Dy. It then considers top-k sentences with sufficiently
high scores, denoted by §' = {sj. lj=1,..,. Kl <i<K).

After the procedure of data preprocessing, we can obtain a collection Sy = {S' | i =
1, ..., K}, where St represents a collection of top-k sentences in d;.

4.2 Candidate fact extraction

Similar to knowledge graphs [18] such as Freebase [4], YAGO [42], and WordNet [31], con-
ceptual graphs also consist of a set of triples of the form (concept phrase, relation phrase,
concept phrase), where concept phrase stands for an entity or concept, and relation phrase
stands for the relation between the two concept phrases. As a crucial step for conceptual
graph induction, we therefore rely on accurate information extraction to harvest high-quality
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candidate relational triples. Traditional IE systems require the pre-specification of a set of
relations of interest, and are thus not effective for coping with the diverse sets of relation-
ships one may encounter in news articles from diverse domains. We thus consider an open
information extraction (Open IE) approach [2] to extract relational triples of the form (noun
phrase, relation phrase, noun phrase) from the given collection of news texts. Note that
our approach also needs to support an unbounded range of noun phrase concepts (e.g., “the
snow storm on the East Coast”) in addition to the open-ended inventory of potential rela-
tionships with explicit relation labels (e.g., “became mayor of”’). The latter are extracted
from verb phrases as well as from other syntactic constructions. While existing Open IE sys-
tems achieve promising degrees of accuracy on benchmarks, in practice, they often produce
noisy extractions. We thus invoke a combined extractor to simultaneously leverage three
popular state-of-the-art Open IE systems. Specifically, we rely on ClauslE [9], OLLIE [36],
and Open IE 4 [28], to process all of the selected sentences from S from the last phase.
As our output we consider only the intersection of triples emitted simultaneously by all
considered systems for incorporation into the collection of candidate facts.’

Because extraction systems mainly rely on dependency parsing to generate syntactic
analyses that guide the relational triple extraction, we can easily encounter two main kinds
of errors: (1) Incorrect boundaries, especially when triples with conjunctions in the sen-
tence were not properly segmented, which the Open IE approach sometimes fails to do;
(2) Incoherent extractions, which often occur in the relation phrases. The relation phrases
may be expressed by a combination of a verb with a noun, e.g., light verb constructions.
However, adjacent words in the relation phrase may, in fact, be distant in the original
sentence, e.g., we may obtain a triple such as (“the people of Tamale”,“could contribute
mobile application”, “on an interactive online platform”) from the sentence “the people
of Tamale could access, track and monitor the Tamale Metropolitan Assembly projects and
plans online at www.opengov.org.gh, and could also contribute on an interactive online
platform integrated with mobile application”.

To mitigate the above issues, we invoke several transformation operations to correct
them: (1) Chunking of triples with conjunctions. We break down triples with conjunc-
tions in either noun phrase into separate triples; (2) Word order constraints. We define
certain word order constraints. For instance, the noun phrases in a triple of the form (noun
phrase 1, relation phrase, noun phrase 2) are considered ordered. All words in noun phrase
1 must appear before all words in the relation phrase, and all the words in noun phrase 2
must appear after the relation phrase. The order of words appearing in the relation phrase
must be consistent with how they appear in the original sentence. In addition, each relation
phrase must have appeared in the original sentence, without word modifications or added
words. While these operations may remove certain acceptable triples, overall they lead to
greatly improved sets of extractions.

4.3 Topic coherence estimation of candidate facts

Once the above extraction process has been completed, numerous candidate triples F. =
{fili=1,2,.., M} are obtained. However, we remain oblivious of which candidate triples
are pertinent for the user-specified topic of interest. For example, we may know that the

» o« » o«

relational triple (“Trump”, “will visit”, “Apple Inc.”) is a correct one, but it is irrelevant for

SGiven a relational triple extracted by ClausIE, OLLIE, or Open IE 4, only when its confidence is greater
than 0.85 is it judged as being a suitable extraction.
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the news topic US presidential election. Hence, the relevance of triples needs to be assessed
from the data with minimal human guidance. To achieve this, we propose a two-stage can-
didate triple filtering (TCTF) approach based on an improved self-learning framework for
gradually discovering more and more coherent triples and correct information from the
candidates for the target topic.

The underlying idea of the TCTF approach is that coherent triples for a specified topic
should reflect cohesive semantics and characterize the topic with regard to different aspects,
e.g., for a news topic such as US presidential election, a candidate triple (“Hillary”, “as
a powerful competitor of”, “Trump”’) can be viewed as a highly coherent one due to both
its subject and object appearing in the topic word list. Recall that the identification of topic
words is based on a sufficiently high TF-IDF score, as described earlier for the document
ranking step in Section 4.1. In order to measure the topic coherence for each f; € F, in
different aspects, we define several features, divided into three groups, i.e., topic features,
text features, as well as source features.

However, without supervision, it is hard to assess whether the triple is coherent enough
with the topic. To overcome the lack of supervision, TCTF exploits an improved self-
learning framework that can automatically generate coherent triples from the candidates and
the design runs with little human guidance.

An overview of the features used in the system is given in Table 1. In the following, we
describe some of the less obvious ones in more detail. Here, f refers to the candidate fact
under consideration, while [ refers to the overall candidate list.

—  Redundancy is defined as the ratio of the number of candidates that have the same
subject, relation, and object as the candidate triple f to the total number of candidates.
These extracted redundant facts can be from different sentences within and across the
documents.

—  Similarity: This is defined as the ratio of the number of candidates that are similar to
the candidate triple f over the total number of candidates, i.e.,

nsim(f, D)
n(l)
where ngm(f, 1) denotes the number of candidates that are similar to f among all
candidates, and n(/) is the total number of candidates.
—  Relation_Context is the ratio of the size of context of the relation r in the candidate
triple f over the total number of candidates, i.e.,

sim(f, 1) = (1)

Ncontext(ry)
n(l)
where ncontext(r ) denotes the size of the relation context of r in f, which consists of the
candidates that have the same relation type as f, while n(l) refers to the total number
of candidates.
—  Compatibility: The compatibility between the relation context of the relation r in a
candidate triple f and the semantic information of f itself, i.e.,

RelCxt(ry,[) = @)

Cmp(ry, fnr) = (1 — €) RelCxt(rr, 1) + € Sem( fj;, context(r)) 3)

Here, the first term RelCxt(r s, I) denotes the relation context of r in f as computed
in Equation 2; the second term denotes the ratio of the number of candidates that
have the same subject or object with f from RelCxt(rf, [), which is computed as
" fe
”conlext(rf )
control the influence of the relation context, and is fixed to 0.5 in our implementation.

Sem( f5;, context(ry)) = . Parameter € is used for smoothing as well as to
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Algorithm 1 A two-stage candidate triple filtering approach based on an improved self-
learning framework

Input: F: Unlabeled triple set (i.e., Candidate triple set);
Firain: a small fraction of labeled training triple set for F;
Fpositive train: Positive triples in training set;

Fopredicted: predicted positive triple set;
Fiase: positive triple set in the last iteration;
kg: flag for the first update for the model;
«: a fixed threshold;

n: learning rate;

&: a parameter;

kmax: the maximum number of iterations.

Output: Fi: Combined coherent triple set;

w N

RN s

9.
10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
217.

Flase < 9, Fpredicted <— @, Feombined < ¥, Flast < 9;
04 < 0,kp < true, k < 0;
M <« Learn random forest classifier from Fipain;
Forest Classifier

6 < F;-score from M;
repeat

k<—k+1;
if—kr then
0 <« 9+,
M <~ M_;
end if
for each candidate triple f € F; do

fc > o then
Fpredicted <= Fpredicted Y {fh
end if
end for
if Flag # 0 A |Fpredicted| < [Flast|
o <—a—n;
else
Flast < Fpredicted;
end if
M < retrain on Fipin U F predicted
04+ < new F; score of M ;
krp < false;

until 6, — 0 < € or k > kpax

F < F predicted U F positive_trains
return F;

> Initialization

> First stage: Train a Random

> Second stage: Extend Coherent Triple Set

> iteration counter
> update if not first iteration

> get high-quality fact candidates
¢ < compute confidence score for f using M;

> lower threshold

The flow of the TCTF approach is formalized as Algorithm 1. In the first stage, we
randomly select a small fraction of triples Fiain S Fc that serves as a seed example set for
the specified topic. We divide this into a training set, validation set, and test set with a 8:1:1
ratio. We then train a random forest classifier M over Fi,j, and obtain an Fi-score 6 (Lines
3-4). Motivated by previous work [41], which leverages topic words to induce document
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Table 1 The features for candidate triples classification

# Advanced Features Comment Value Range

Topic Features

1 Is_Topic_Word whether both subject and object in Oorl
a candidate fact occur in the topic
words list

2 Is_Subject_tw whether subject in a candidate fact 0or0.5
occurs in the topic words list

3 Is_Object_tw whether object in a candidate fact Oor0.5
occurs in the topic words list

4 Redundancy the ratio of candidates redundant [0, 1]
with the candidate fact

5 Similarity the ratio of candidates similar to the [0, 1]
candidate fact

6 Relation_Context the ratio of candidates involving the [0, 1]
same type of relation as the candi-
date fact

7 Compatibility the compatibility between the rela- [0, 1]
tion context of the candidate triple
and the semantic information itself

Text Features

8 Is_In_Title whether a candidate triple appears Oorl
in the document title

9 Is_In_Abstract whether a candidate triple appears Oorl
in an automatic summarization of
the document

10 Is_In_-MaxSent whether a candidate triple appears Oorl
in the sentence with maximum Tex-
tRank importance score in the doc-
ument

11 Sum_tfidf sum of TF-IDF of subject and [0, 1]
object in the candidate triple in the
relevant documents

12 Avg_tfidf average of TF-IDF of subject and [0, 1]
object in the candidate triple in the
relevant documents

Source Features

13 Source_Num the number of sources the candidate lor2
triple is extracted from

14 Sentence_Num the number of sentences the candi- 1,2,..50
date triple is extracted from

15 Relevant_Docs the ratio of documents that contain [0, 1]

the candidate triple

representations, in our setting, we also use topic words to label the training set Fiyin. The
triples for which both subject and object occur in the topic words list are labeled as positive
examples Fpositive_train (1.€., the initial coherent triples set), while those where neither appear
in that list are labeled as negative examples. To avoid over-fitting, negative examples that
are close to any positive examples are removed from the training set.
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In the second stage, based on the trained classifier M, the algorithm computes a con-
fidence score for each unlabeled triple f € F¢ using the classifier’s confidence (Line 12)
and regards those triples that are assigned a score greater than a threshold « as the pre-
dicted coherent triples. Different from existing works, which directly add such predicted
triples to the coherent triple set Fyositive_train as actual ones for the next iteration, we add it
into the predicted positive triple set Fpredicted (Line 14). This is because if the predictions
contain errors, such errors could accumulate by cascading down the pipeline, potentially
entailing more substantial errors that result in a poor overall performance of the model (i.e.,
the repeatedly trained random forest classifier). After this step, the algorithm compares
Fpredicted With the previously found positive triples Flase and sets o = o — 1 if Fpredicted 7# ¥
and Fpredicted < Flast. Otherwise, it sets Flast = Fpredicted (Lines 17-21). As we are relying
on self-learning, we initially keep a high threshold « so that only the highest-confidence
instances serve as training data, but in subsequent rounds, this threshold is lowered to
gradually incorporate more diverse examples.

Finally, our algorithm retrains a better classifier My on Firin U Fpredicted- Correspond-
ingly, the parameters of M are tuned according to the precision metric, and we obtain a new
Fi-score 64 (Line 23). We compute 6 — 6 and compare it to a threshold e. If the result is
greater than ¢, it will enter the next iteration by repeating the previous training—predicting—
extraction steps until the stopping criterion is met (i.e., 64 — 6 < € or k > kpyax). At that
point, the final extended coherent triple set F; is generated and used for further processing
in the next phase of our approach.

4.4 Compatibility measure of facts

In practice, aggregating all the facts from the filtered results F; from the last phase,
we observe a certain degree of incoherence. For instance, for a news topic such as US
presidential election, we obtain relational triples from the results after the filtering pro-
cedure (“Trump”, “entered”, “2016 US presidential race’), (“Hillary”, “is a powerful
competitor of”, “Trump” ), (“e-mail scandal”, “might be affecting”, “68 percent of Repub-
licans”). Intuitively, we notice that the third triple is not closely connected to the first two
triples. Our assumption is that more coherent sets of facts are more likely to express highly
relevant information (with regard to the query) that frequently appears in the documents.
We thus propose a local compatibility measure, which aims at overcoming incoherent facts,
seeking to retain only the most confident and coherent facts in the context of the speci-
fied topic so as to further enhance the data quality. This is achieved by optimizing for a
high degree of compatibility between facts with high confidence. We formalize the joint
optimization problem as an integer linear program (ILP) as follows:

max o'x+ By (@)
x,y

S.t. lTy < Mmax (5)
xx < min{y;, y;} (6)

Vi<j,ije{l,...,N},
k:%(2N—i)(i—1)+j—i
xe,yi €{0,1}Vie{l,..., N}k 7
Here, x € RE, y e RN with L = %(N 4+ 1)(N — 2) 4 1. The y; are indicator variables for

the fact f;: If y; is true, f; is selected to be retained. x; represents the compatibility between
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two facts f;, f; € F; (i, j < N,i # j),where F; = {f; | i =1,2,..., N}is the coherent
triple set consisting of N elements generated in the last phase of the system. f3; denotes the
confidence of f; '3, and nmax is the number of compatible facts desired by the user. In our
experiment, 7max is set to 100. oy is weighted by similarity scores sim( f;, f;) between two
facts f;, f;. Specifically, ax = sim(f;, fj) = ysx + (1 — )k, where sg, [ denote the
semantic similarity and literal similarity scores between the facts, respectively. We obtain
s from Align, Disambiguate and Walk [33], a WordNet-based state-of-the-art approach
for estimating the semantic similarity of arbitrary pairs of lexical items. /; is calculated
using the Jaccard index. The weighting factor y = 0.8 denotes the relative degree to which
the semantic similarity contributes to the overall similarity score, as opposed to the literal
similarity. The constraints guarantee that the number of results is not larger than npyax. If x¢
is true, the two connected facts f;, f; should be selected, which entails y; =1, y; = 1.

After that, the compatible facts can be further aggregated to form a collection F/ C F,
and used for the conceptual graph construction in the next phase of our system.

4.5 Conceptual graph construction
4.5.1 Merging equivalent concepts and adding relations

In order to establish a single connected graph that is more consistent, we further merge
potential entities and concepts in F; stemming from the preceding process. This proceeds
in two steps: (1) We make use of the Stanford CoreNLP entity linker [40] to identify entity
or concept mentions and link them to a knowledge base such as Wikipedia or Freebase.
Roughly, in about 30% of cases, we are able to obtain this information for the entities. If
two entities and concepts are linked to the same knowledge base entity, we assume them
to be equivalent as per this information. For example, US and America may be linked to
the same Wikipedia entity United_States; (2) We observed that approximately 50% of all
pairs of entities or concepts have labels with a slight similarity in terms of their literal form,
suggesting a possible connection. When we cannot obtain sufficient context information,
it is difficult to decide whether we should merge them to form a single node with a single
label that is appropriate for both of them. For instance, we may have pairs such as all the
Democratic candidates and US Democratic Parties. To decide whether to identify them
requires more human-crafted knowledge. For this, our system allows the user to connect
entities and concepts. To support the annotators, once again the Align, Disambiguate and
Walk tool® is used for semantic similarity computation between concepts for coreference.

Typically, after these steps there are only very few subgraphs that remain. For each
topic, annotators can thus additionally add a small number of synthetic relations with freely
defined labels to connect these subgraphs into a fully connected graph G’.

4.5.2 Node importance computation

A relational triple is more likely to be salient if it involves important entities and concepts
of the sentence. Motivated in part by the considerations given by Yu et al. [53], we illustrate
the node importance computation, seeking to retain only the most salient facts to include
in the final concept graph for different document topics. Formally, let G’ = (V, &) denote

Shttps://github.com/pilehvar/ ADW
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a weighted directed graph generated in the preceding step, where V = {v1, vy, ..., vg} rep-
resents a set of preferred nodes that correspond to entities and concepts in G', and £ is
a directed edge set, associated with each directed edge v; — v; representing a directed
relationship originating from v; to v;. We assign a weight w;; = 1 to v; — v; and its
reverse edge v; — v; is given w;; = 0.5. By adding lower-weighted reverse edges, we can
analyze the relationship between two nodes that are not connected by directed links while
maintaining a preference toward the original directions.

TextRank [30] is a ranking algorithm that can be used to compute the importance of each
node within G’ based on graph random walks. Similarly, suppose a random walker keeps
visiting adjacent nodes in G’ at random. The expected percentage of walkers visiting each
node converges to the TextRank score. We assign a higher preference toward these nodes
when computing the importance scores, since such entities and concepts are more informa-
tive for G'. We extend TextRank by introducing a new measure called “back probability”
d € [0, 1] to determine how often walkers jump back to the nodes in V so that the converged
score can be used to estimate the relative probability of visiting these preferred nodes. We
defined a preference vector pg = {p1, p2, ..., pv|} such that the probabilities sum to 1, and
pr denotes the relative importance attached to vg. py is set to ﬁ for vy € V, otherwise 0.
We finally define I as 1 x|)/| importance vector to be computed over all nodes in G’ as
follows.

Wji .
[=(1-d) Y —=———I()+dpi, ®)
i ke () Wik

Here, NV (i) stands for the set of the node v;’s neighbors.
4.5.3 Conceptual graph generation

We assume there is a constraint nm,x on the maximal number of concepts in the concep-
tual graph (configured to 200 in our system). We rely on a heuristic to find a graph that
is connected and satisfies the size limit of npy,x concepts: We iteratively remove the weak-
est concepts with relatively lower importance score computed using Equation 8 until only
one connected component of at most ny,x entities and concepts remains, which is used as
the final conceptual graph G. This approach guarantees that the graph is connected with
salient concepts (though it might not find the subset of concepts that has the highest total
importance score).

5 Experiment

In this section, we first introduce the datasets and experimental setup, including the anno-
tation of ground truth data, compared Open IE baseline methods, and evaluation metrics.
Then, we conduct extensive experiments to evaluate the effectiveness of our proposed major
algorithms in the system. Finally, the experimental results are discussed, including: (1)
analysis of candidate fact extraction, (2) analysis of candidate triple classification, and (3)
investigation of the quality of the final generated conceptual graph towards different doc-
ument topics on its coverage rate of topic entities and concepts, confidence score, and the
compatibility of involved facts.
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5.1 Datasets

The dataset used in our system includes 5 categories, and for each category we have 3
popular events, each of which represents a query topic. Every topic cluster comprises
approximately 30 documents with on average 1,316 tokens, which leads to an average topic
cluster size of 2,632 tokens. This is 3 times larger than typical Document Understanding
Conference (DUC)’ clusters of 10 documents. With these properties, our dataset presents
an interesting challenge towards real-world application scenarios, in which users typically
have to deal with much more than 10 documents. The documents in our dataset stem from a
larger news document collection® released by Signal Media as well as from Web news arti-
cles that we crawled. We rely on event keywords to filter them so as to retain related ones
for different topics. The overall statistics of the resulting dataset are shown in Table 2.

5.2 Experimental setup
5.2.1 Annotation of ground-truth data

For the sentence-level extraction task (i.e., candidate fact extraction), we first randomly
sampled 10 documents for every query topic (150 documents in total) and performed coref-
erence resolution. Then, once again a random sample of 10 sentences from each extracted
document (1,500 sentences in total) is selected for further analysis. Each sentence is exam-
ined by three expert annotators with NLP background independently to annotate all of the
correct triples. A triple is annotated as correct if the following conditions are met: (1) it
is entailed by its corresponding clause; (2) it is reasonable or meaningful without depend-
ing on any context, for example, ( “e-mail scandal”, “is relevant to”, “Hillary Clinton”)
will be regarded as correct as long as it matches the statements expressed in the sentence.
In contrast, triples that cannot be read smoothly are treated as incorrect extractions, for
example, (“Hillary Clinton”, “leads”, “”), (“Trump”, “is”, “is the candidate of 2016 US
presidential race’), or (“Republican”, “received”, “3 percent and’), will not be counted,
since they have mistakes at the word segmentation level or may in fact be meaningless. (3)
All three annotators must label it as correct simultaneously (The inter-annotator agreement
was 82%, Randolph’s free-marginal multirater « = 0.60). All triples with conflicting labels
results were disregarded.

5.2.2 Compared open IE baseline methods

In order to evaluate our extraction approach more comprehensively, a number of competitive
Open IE baseline systems are compared, including the following:

® ClausIE® [9]: This system depends on a predefined set of rules on how to extract
relations instead of learning extraction patterns. It identifies and classifies clauses into
clause types, and then generates extractions based on these clause patterns.

7hitps://duc.nist.gov/
8http://research.signalmedia.co/newsir16/signal-dataset.html

%https://www.mpi-inf.mpg.de/departments/databases-and-information- systems/research/ambiverse-nlu/
clausie/

@ Springer


https://duc.nist.gov/
http://research.signalmedia.co/newsir16/signal-dataset.html
https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/ambiverse-nlu/clausie/
https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/ambiverse-nlu/clausie/

World Wide Web (2020) 23:2043-2077

2060

oM 9LE F CIvl 0¢ 91-L0-810C - 91-S0-810C Juowageuew K1ojsodar aremijos Sl
qoM €Sy F CLL 0¢ 01-$0-810C - 10-C0-810C walsAs prorpuy 10§ medor weisoid 4!
arem)jos uonesrdde pue
QM “SMON 08¢ F 6TL o€ €0-10-L10T - LO-11-910C UIBU YOIBIS UONBIAUS-IXIN €l £3ojouyos) uoneuioyuy
M ‘SMIN YOr F €961 0¢ 10-¥0-610C - ST1-€0-610C Touutm premy Sutng, Cl
QM ‘SMAN 191 F ¢L6 0¢ 10-60-€10C - 10-20-€10¢ IM[NS WISnA I
G ‘SMON 9CI F 89¢ 0¢ 80-11-910¢ - 80-60-910C oz1id [9qoN 01 2Im[nd pue Sy
SMON 08% F 6CLI 0¢ 0€-60-L10T - 9¢-€0-L10C ey durnig, 6
oM “SMIN s F CIve 0¢ S1-90-810C - £2-£0-810C Tem open eulyd-§N 8
oM “SMIN LOC F SLTT 0¢ ¥1-80-910C - ¥1-90-910C uonoo[a [enuaprsaid g L Suond9[a pue sonIod
SMON 90€ F 6L8 0¢ €¢-C0-L10T - €2C1-910¢ dd.L dumiy, 9
QM ‘SMIN 19% F ¥9¢€1 0¢ 01-10-L10C - O1-11-910C [10 D340 S
QM ‘SMAN el F 89L 0¢ 0€-60-S10C - 10-60-S10C uepng yim uoneradood ssaury) 4 Awouoda pue ssoursng
oM ‘SMIN ¥S1 F 086 0¢ 80-L0-L10C - 11-S0-L10C uswiojdep 2oudjop qVVHL €
SMON CCl F €ILL 0¢ 0C-TI-L10T - 60-80-L10C 159 Tea[onu Balo3y] YMON C
syoene
QM ‘SMIN 906 F 6LIC 0¢ 0€-60-S10C - 10-60-S10C SISLID 03njoI BLIKS ! PUE SIOIJUOD pauLly
0IN0S 971§ 00 $20(Q pourad awr, o1doy Juswnooq i oidog, K103918)

uondrosap jeseleq g d|qel

pringer

NS



World Wide Web (2020) 23:2043-2077 2061

— OLLIE' [36]: This system learns syntactic and lexical dependency parse tree pat-
terns for relation extraction. Additionally, it is extended optionally to capture contextual
information about conditional truths and attributions for extractions.

—  Stanford OpenIE'! [1]: This system implements relation extraction by breaking long
sentences into short, coherent clauses, and then finding the maximally simple relational
triples that are warranted given each of these clauses.

— Open IE 4% [28]: This system uses bootstrapped dependency parse paths to extract
relational triples from a Semantic Role Labeling (SRL) structure. It is fairly efficient
and obtains a good balance between precision and recall.

—  MinelE'? [14]: This system is built on top of ClausIE. Its purpose is to achieve useful,
compact extractions with high precision and recall. It thus minimizes overly specific
constituents, and generates additional extractions to capture implicit relations.

—  Owurspye: This method adopts a more lenient triple acceptance principle than the full
method. If any two Open IE extractors emit a fact with sufficient confidence (as defined
for our regular method), a relational triple is accepted. We use the sub-script part to
denote this setting.

—  OursSyithout coref: This is a variant of our method, for which we conduct our extraction
based on the original texts without having performed coreference resolution. We use
the sub-script without_coref to denote this setting.

—  OursSyithout_trans: This is a variant of our method, for which we conduct our extraction
without any transformations such as chunking of triples with conjunctions or word order
constraints. We use the subscript without_trans to denote this setting.

— Ouwurs: This denotes our full default fact extraction method as introduced earlier in
Section 4.2.

Note that systems such as ClausIE [9], OLLIE [36], Stanford Open IE [1], and Open IE
4 [28] typically associate a confidence score with each extraction, which allows downstream
applications to trade off precision and recall.

5.2.3 Evaluation metrics

As the main evaluation measure, standard information retrieval/IE metrics, i.e., Precision
(P), Recall (R), and F-score (F;), are applied. In the case of multiple human judges, Ran-
dolph’s free-marginal multirater « for measuring the inter-annotator agreement is computed.
As to the analysis of the quality of the final generated conceptual graph, we consider the
coverage rate of topic entities and concepts, confidence score, and compatibility of involved
facts in the graph. The measures are computed as follows:

—  Precision (P), Recall (R), and F-score (F;) are standard IE metrics:
# correct # correct 2PR

= - , R = —, 'l =
# extractions # relations P+ R

C))
Here, “# correct” denotes the number of extractions deemed correct, “# extractions”
denotes the total number of extractions, and “# relations” denotes the number of triples

annotated as correct extractions’-2.

10http://knowitall.github.io/ollie/
https://nlp.stanford.edu/software/openie.shtml
2https://github.com/knowitall/openie
Bhttps://github.com/uma-pil/minie
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—  The ratio of topic-related entities and concepts, i.e.,

# topic_concepts
TopicCon_Rate = 7 TOPIC-COnCEp (10
# concepts

where “# topic_concepts” denotes the number of entities or noun phrase concepts anno-
tated as topic concepts'#, and “# concepts” denotes the total number of all entities and
concepts in the conceptual graph.

— Confidence score, i.e.,

n

D e

Avg_Confidence( f;, n) = % (11)

where c( f;) denotes the confidence score!’ of each fact f;, and n is the number of facts
involved in the final conceptual graph.
—  Compatibility of involved facts in the graph, i.e.,

DY olhin i)

i=1 j>i

Avg_Compatibility(f;, fj,n) = (12)

2 )
n

where f; and f; are any facts in the final conceptual graph, which contains n facts,
and o (f;, f;) denotes the compatibility between f; and f;. The latter is similar to
Equation 3, and is computed as o (f;, f;j) = (1—¢) (RelCxt(ry,, n) —i—Relet(rfj, n))+
e sim(f;, fj), where sim(f;, f;) denotes the similarity scores (see Section 4.4) between
fact f; and fact f;. Parameter € is used for smoothing as well as to control the influence
of the relation context, and is fixed to 0.5 in our implementation.

C

5.3 Evaluation and results analysis
5.3.1 Analysis of candidate fact extraction

We present the evaluation results of our extraction method and Open IE baseline methods
on fifteen document topics in Tables 3, 4, and 5. The major observations from the results
can be summarized as follows:

1. OursSyithout_coref Obtains the worst results among all the methods across all topics. This
is because of the many cases in which the selected sentences from these topics are not
readable without the context when coreference resolution is omitted. This shows the
importance of coreference resolution for more interpretable extractions from the sen-
tences in the document. In addition, all methods achieve F-scores of lower than 60% on
Topics 3, 9, and 14, and are not effective for our extraction task. Through our observa-
tion of the corresponding data pertaining to these topics, the reason is that the original
document subsets show substantial use of non-standard language and grammatical
errors in the sentences. This hurts the performance of the fact extraction step.

14 An entity or concept is regarded as a topic concept if it occurs in the topic words list as described in
Section 4.1.

5For popular OpenlE systems such as ClausIE, OLLIE, and Open IE 4, we rely on the confidence value
computed by each system itself as the confidence score of each of facts.

@ Springer



2063

World Wide Web (2020) 23:2043-2077

pringer

N

09 069 €€ S6'1 66T ¥98  LT0 - s6¢ €99 001 09C €16 9S€l w7l (%) yuswraaoxduy
890 790  9L0  PLO S90 880 650  LFO  6L0  TLO 990  6L0 L0 L90 €80 smQ
¥90 850 TLo 1L°0 ¥9°0 8L°0 950 910 L0 190 090  LLO 790 150 080 suEnoniNs IQ
€0 810  €£0  0£0 ¥T0 I#0 €0 LI'0 80 STO 610  LEO 00 LTO Se0 Jaromnopitgn(y
¥9°0 LSO L0 €L0 L90 180 860 80 9.0 €9°0 LSO 1L0 890 650  6L0 wdsinQ
S0 tv¥0  SLO  L90 860  6L0  ¥SO 0  SLO  0S0O €0 090 890 860 T80 HIUIN
6V0 W0 090 LSO 0S0 990  6£0 TEO  6¥0 o  LEO  SFO 850 S0 090 ¥ d1 uedQ
wo o €0 o or0 0 TS0 IS0 €S0 €0 920  8£0 IS0 Y0 SS0 guedQ piojuels
€70 €0 690  +S0 w0 L0 O0Y0  8TO  €L0 o  0£0 €90 850 90  6L0 HITIO
¥S0  9Y0 90 850 IS0 90  +vF0  €€0 990 IO 650 90 650 S0 $90 HIsner)
g d d g A d 4 d d g d d g d d oyrowt g1 uado
QINSBIN
¢ ordor# ¥ ordoL# ¢ ordog# 7 otdor# T ordoz# ordoy smaN

*MOI ISB[ 9} Ul UMOYS I8 QUI[ISBQ 159q ) JOAO sjuduwdAoIdul] ‘A[oA1109dsal ‘pauI[Iopun pue padsejp[oq SI Unjod [oed
Ul §)[NSaI 152q Pu0ds pue Isaq 2y, ‘(S drdog, 01 | o1dog,) so1doy Juswunoop Juapuadapur SAIJ UO SPOYIAUT JURIIJIP JO (9) 2I09s-J Pue (%) [[8921 ‘(95) uoistoald oFe1oAy ¢ 3|qel



World Wide Web (2020) 23:2043-2077

2064

1487 €96 0ST 08¢ YT 8vv STO €Te VT 59 8L 0LE SO0 8LC  LSE (%) yuswoAoidu
8L°0 SL'0 T80 €S0 W0 0L0 690 090 T80 9L0 690 $80 8L0 0L0 LS80 smQ
SL0 TL0 080 6¥0 6£0 990 ¥9°0 LSO €L0 €90 0 080 1L0 S90  6L0 susrnomits Q)
¥T0 910 8%0 610 vYI'0 820 ¥CT0 810 S£0  8C0 1T0 W0 070 €0 6£0 Jerommonits
L0 790 T80 IS0 w0 990 890 790 6L0 690 090 180 LLO wo  ¥80 wedsiQ
L0 90 6L0 0S0 0r0 290 090 6V0 8L0 TLO ¥90 080 €L0 890  8L0 HIUIA
S 40 SE0  T90 00 €0 SS0 80 0r0 090 190 850 ¥90 IS0 o 990 ¥ |1 uedQ
750 6V0 950 Tro 660  9¥0 950 S0 850 090 860 T90 €S0 870 850 HIuadQ piojuelg
90 Y0 €L0  €V0 SE0 LSO €50 6£0 180 090 SS0  L90  0S0 8¢0  1L0 HITIO
S50 870  S90 I+0 €0 IS0 IS0 70 690 90 090 690 190 LSO L90 HIsner)
g b d 9 d d 9 d d 19 d d 19 d d oyow g uado
QINSBIIN
01 ardor# 6 drdor# g drdor# L odor# 9 ordog# ordoy smoN

*AOI JSE[ U} UT UMOYS dI8 JUI[ISE(q 1S9q 9} 19A0 sjudwaAordu] *A[9A130adsal ‘paurpIapun pue paoejp[oq ST uwnjod yoea
ur $J[NSaI 159q Puodas pue 3saq Y[, (0] drdoy, 01 9 o1do],) sordoy Juawnoop juspuadopur SATJ UO SPOYIAW JUIFJIP JO (95) 2103S-] PuUe *(9) [[eda1 (%) uoisioard aferoay ¢ a|qel

pringer

NS



2065

World Wide Web (2020) 23:2043-2077

pringer

N

60¢ 6t 8T1 STE LIT ULy  8CS 1YL Iv'1 161 8¢ 906 6¥v  SL1 09T (%) yuswoAoxdu
L0 #9°0 6L0 SSO LYO 99'0 +9°0 850 L0 690 650 €8°0 L90 8S0 6L°0 smQ
L90 090 9.0 €S0 9%0 €90 190 #S0 0L0 650 L¥O 8.0 €90 #S0 LLO suemnoniNs mQ
Y20 810 Y0 910 €10 0 9€0  LTO SS0  €T0 910 8¢0 610 ¥I°0 620 Jorommonits e
890 190 LLO  0S0 TFO 190 650 150 0L0 090 8%0 6L0 ¥90 LSO €L0 wedsinQ
90 ¥S°0 8L0 6v0 1+0 790 LSO 8Y0 TL0 890 190 9L0 LSO €S0 190 HIUIA
¥S0  S¥O 990 6£0 SE0 P70 tF0  9£0 LSO 650 950 790 950 L¥O 0L0 ¥ d1 uedQ
IS0 870 SS0  8€0  9¢0 00 80 9%0 IS0 850 LSO 090 €S0 TS0 S0 HIuadQ pIojuels
€0 0£0 SLO 80 620 960  LFO 90 890 790 €50 YLO  ¥S0 PO 9L°0 AITIO
850 0S°0 690 TFO LEO 870 LY0 8€0 €90 990 650 9,0 €50 8¥0 650 HIsner)
g d d 19 d d 19 d d 19 d d 19 | d oyrour 7] uedo
QINSBIN
g1 odog# 1 ooz ¢1 odor# Tl odog# 11 odog# o1do) smoN

*MOI JSE] 9} UT UMOY[S I dUI[askq 159q oY) J0A0 sjudurdAoidw] A[9A1oadsar ‘paulfIopun pue paoejp[oq ST uwnjod yoes ur

S)[NSAI J$9q puodas pue Jsaq Y[, "(51 ordox, 01 11 ordoy) sordo) Juswnoop Juspuadopur SAT} UO SPOYIOU JUIFIP JO (%) AI0IS-J PU. ‘(9) [[BII ‘(95) uolstoald oSeroay ¢ a|qel



2066 World Wide Web (2020) 23:2043-2077

2. We observe that Stanford OpenlE achieves the lowest precision and recall for non-
redundant extraction in the subsets from Topics 2, 4, and 5 (apart from the more noisy
subsets from Topics 9 and 14), due to its aggressive generation of incorrect and redun-
dant extractions with short relation phrases. We conjecture that it has trouble coping
with sentences that contain long relation phrases. In this case, the relation phrase is
often split apart, leaving only a short verb, while the details are often lost. As a result,
numerous redundant triples from similar sentences are generated. Compared with
ClauslE, MinlE achieves better results results on all the topics. Specifically, ClausIE
adopts clause patterns to handle long-distance relations, while MinlE refines extrac-
tions emitted by ClauslE, avoiding the parts that are considered overly specific (e.g.,
the extracted relation “is offering only during the meeting” from the sentence “Trump
is offering only minor concessions during the meeting.”). OLLIE achieves a higher pre-
cision compared to Open IE 4 across all topics. This is probably because OLLIE is able
to further eliminate less reliable extractions from constructions such as noun-mediated
relations with long-distance dependencies. In contrast, Open IE 4 obtains substantially
shorter extractions, mainly noun-mediated or verb-mediated relations based on SRL.
Often, these are incomplete or not sufficiently informative, especially when extracted
from long noun-mediated relation phrases. Compared to both OLLIE and Open IE 4,
MinlE is more useful for our extraction task, based on its ability to both minimize overly
specific constituents and capture explicit relations. In general, QurSyjithout_trans brings
better performance compared to other baselines, especially for Topics 2, 5, 10, 13, and
14, since it is close to Ours, which aggregates the results of three popular extractors.

3. We observe that Ours consistently outperforms all baseline methods in terms of F-
scores. Specifically, Ours obtains F-scores with an average improvement of 9.13%,
6.63%, 6.05%, 6.54%, and 5.38% on Topics 1, 2, 5, 7, and 13, respectively. This can be
credited to the following factors:

(1) Ouwurs carefully aggregates the results of three top-performing extraction systems,
including ClausIE, OLLIE, and Open IE 4, which is beneficial for achieving better
results compared to trusting just a single extractor;

(i) Exploiting a few straightforward transformations, we observe that Ours is bet-
ter able to identify the boundary of triples for long sentences with conjunction
structure, while other methods, including OLLIE and Open IE 4, often fail at this.
Moreover, we also observe the number of incoherent extractions, especially in the
relation phrases, can significantly be reduced by using a relaxed constraint for the
word order, decreasing the frequency of this type of error from 36.8% to 17.1%.
This illustrates the effectiveness of our transformations. It also indicates that the
two types of extraction errors as above in Ours caused by depending on intermedi-
ate structures such as dependency parses can also be eliminated fairly well by such
transformations.

4. One interesting observation is that Ours does not outperform Oursp, that much on
all of the topics. Indeed, Oursp,;; achieves relatively higher recall compared to Ours
on Topics 3, 4, 6, and 8. This is because Ours,¢ adopts a more lenient acceptance
criteria for facts, where just two extractors suffice. This leads to the acceptance of a
greater number of extractions, although it may also bring in some extra noise. Thus
recall increases at the expense of precision.
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5.3.2 Analysis of candidate triple classification

In the process of estimating the topic coherence of candidate facts, although there are sixteen
designed features for measuring the topic coherence for each fact from different perspec-
tives, simply combining all of them may not lead to the optimal triple classification quality.
Taking the news topic US presidential election as an example, we study the effectiveness of
each feature for the trained random forest classifier. We selected x 2 and information gain
(IG) [12] as the classification criteria. In Table 6, we rank the features in terms of their x>
scores. The results show that Is_Topic_Word is the top-1 feature as ranked by both two mea-
sures. Moreover, we further evaluate the contribution of each feature for the classifier when
top-k features are used sorted by x> (where the degrees of freedom v is 10, and the sig-
nificance level with p-value < 0.05 is used in the x? test). All results, including accuracy,
recall, and averaged F-score are reported in Figure 3 (a). We observe that the top-7 features
dominate the effectiveness of the classifier, i.e., all measures converge to an upper limit
after the top-7 features are leveraged. The results suggest that a few particularly effective
features need to be included for strong classification results.

Subsequently, we compared three different thresholds « € {0.67, 0.93, 0.96} for control-
ling noise and selecting adequate triples at the second stage of the proposed TCTF approach.
We observe that, based on the self-learning framework, improper thresholds not only fail
to improve the model (i.e., the random forest classifier), but also render the model unable
to detect improper triples as incoherent ones for the specified document topic. The reasons
for this phenomenon are likely as follows: (1) If the threshold is set to be too small (e.g.,
a = 0.67), the training of the model might easily be affected by noisy data (e.g., added
triples), leading to less improvement in the triple classification. The results are shown in
Figure 3 (b); (2) If the threshold is set to be too large, on the other hand, the training of the
model could take longer. For example, if we set o« = 0.96, the model converges in a total of
approximately 35 epochs. The results are shown in Figure 3 (d). Hence, by considering both
training speed and the performance of the self-training process in the TCTF approach, we
set the confidence threshold « as 0.93, which achieves a strong performance within fewer
training epochs. The results are shown in Figure 3 (c).

Table 6 Effectiveness of features (sorted by 2

# Feature x2 1G% # Feature X2 IG%
1 Is_Topic_Word 53.94 2.90 11 Redundance 16.93 0.68
2 Is_Subject_tw 41.32 1.72 12 Is_In_Title 0.82 0.51
3 Is_Object_tw 40.02 1.73 13 Sentence_Num 0.74 0.06
4 Relation_Context 38.20 1.32 14 Relevant_Docs 0.45 1.62
5 Similarity 37.07 2.03 15 Source_Num 0.44 0.07
6 Compatibility 23.09 2.24

7 Is_In_Abstract 24.41 1.48

8 Is_In_MaxSent 23.20 1.70

9 Sum_tfidf 20.07 0.52

10 Avg_tfidf 19.58 0.48
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Figure 3 Evaluation of triple classification and comparison of F-scores of the TCTF approach for different
confidence thresholds « across iterations N, on the topic “US presidential election”.

Figure 4 reports the development of the F-scores of the TCTF approach separately for 15
different document topics, considering their respective confidence threshold «. We observe
that the initial process in the TCTF approach is somewhat stable for different topics, though
there are notable differences as well. Subsequently, the scores improve significantly across
iterations N until N approximately falls in the range of [35, 50]. After that, the improvement
becomes minor and tends to stabilize at a certain level. This indicates that in the initial itera-
tive self-learning loops, noisy initial classifications can easily lead to noisy training data that
misleads subsequent training iterations. The more such noisy training data is incorporated,
the larger the influence on the model’s performance. For example, for Topics 3, 9, and 14,
we observe that more epochs are required until stabilizing compared to other topics because
the extraction results from the candidate fact extraction phase for these topics may contain
more noisy data (Section 5.3.1 considers a similar problem regarding noise in the original
data). After several rounds of iterations, the TCTF approach carefully chooses which triple
classifications to accept and adjusts the thresholds gradually, and finally guarantees that the
models converge for different topics, which proves the effectiveness of the proposed TCTF
approach. That is, the approach is capable of retaining only the most coherent triples from
the candidates for different topics.

@ Springer



World Wide Web (2020) 23:2043-2077 2069

06 06 4
055 0.55 1
05 . . . . . . . . . . 05 . . . . . . . . . .
0 5 10 15 20 25 30 35 40 45 5052 0 5 10 15 20 25 30 35 40 45 5052
Iteration times N Iteration times N
(a) Topic 1 — Topic 5 (b) Topic 6 — Topic 10
1

—*—a=072

0951 a=080

—%—a=070

o9r a=066

—%—a=081

0 5 10 15 20 25 30 35 40 45 5052
Iteration times N

(c) Topic 11 — Topic 15

Figure4 F-scores of the TCTF approach for different topics across iterations N, where each plot shows five
topics, each with a different corresponding « value (as given in the legends).

5.3.3 Quality analysis of the generated conceptual graph

Finally, after evaluating the extracted relationships, we can obtain the final generated con-
ceptual graphs for different topics. Figure 5 (a)—(e) presents examples of such conceptual
graphs, showing the core parts of the graphs obtained for Topics 1, 4, 7, 13, and 15. For Topic
1 (“Syria refugee crisis”), for example, we can clearly observe important causal relation-

TR

ships as described by relational triples such as ( “a burgeoning refugee crisis in Europe”, “is
sparked by”, “global extremism” ), (“current refugee flow”, “is relevant to”, “a burgeoning
refugee crisis in Europe”), (“the crisis in Syria”, “has extended”, “current refugee flow”).

Considering another example, for Topic 13 (“Next-generation search engine”), we can
see that the graph provides an overview of challenges and opportunities related to next
generation search engines. It also points out that Al techniques play an important role.

Similarly, for Topic 15 (“Software repository management”), we can easily observe the
importance of software warehouses and database systems, with properties and relations
introduced in relational triples such as (“software warehouse”, “performs”, “source code
controlling”), and ( “database system”, “runs on”, “Unix OS”).

We can further analyze the quality of the conceptual graphs quantitatively. To this end,
we report several metrics in Figure 6. Averaging over the fifteen document topics, the
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Figure 5 Example of core parts of the final generated conceptual graphs for five topics.

coverage rate of topic entities and concepts (TopicCon_Rate) is 100%, the confidence score
(Avg_Confidence) is 85.9%, and the fact compatibility (Avg_Compatibility) is 79.5%.

We make the following observations: (1) TopicCon_Rate assesses to what extent the
nodes in the graph consist only of ones that pertain to the query topic. A typical news
article will lead to a large number of extractions, only some of which are relevant to the
query at hand. Our extracted graphs in contrast obtain perfect results, which means that all
nodes in the graph are relevant to the query. This suggests that the graphs describe a coher-
ent network of salient relationships. Of course, this result is one that is obtained under the
default configuration, in particular, with the maximal number of concepts in the concep-
tual graph configured to 200. With larger graphs, more irrelevant nodes will be included,
which may also be desirable in some circumstances. (2) Across a diverse set of query top-
ics, the proposed TCTF approach is capable of retaining only the most coherent triples from
the candidates. This is non-trivial, because different subsets of documents corresponding
to the topics may require very different thresholds. In an iterative self-learning loop, noisy
initial classifications could easily lead to a noisy training set that misleads subsequent train-
ing iterations. Our TCTF approach carefully chooses which classifications to accept and
adjusts the thresholds gradually. (3) The facts in the final conceptual graph for different top-
ics have a higher confidence and better compatibility, which demonstrates the importance of
our approaches, especially the local compatibility measure, for capturing the most confident
and compatible facts. (4) Our method quite robustly obtains appealing conceptual graphs
across different topics. In general, it obtains competitive results even if some documents are
erroneously classified as pertaining to a topic.

6 Interactive visualization

All steps of the processing pipeline within our system, including the processes of candi-
date fact extraction, filtering, and displaying salient connections from multiple documents,
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Figure 6 Quality analysis of the final generated conceptual graphs for fifteen document topics with regard
to three metrics (TopicCon_Rate, Avg_Confidence, and Avg_Compatibility).

are visualized in our system. The user is able to explore the documents with several differ-
ent views: (1) Topic keywords selection, (2) Document view, (3) Candidate fact extraction
view, (4) Fact filtering and aggregation, and (5) Conceptual graph view. A recorded video
presenting the system is provided at https://shengyp.github.io/vmse/.

The views are all interactively linked so that the user can start exploring concepts and
their relationships by searching for keywords relevant to the topic. In the Document view,
the user can assess documents and drill down by document frequency, and any choices made
there can be regarded as filters that constrain the current document set. They thus affect the
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subsequent views for fact extraction, fact filtering, fact aggregating, and so on, which in turn
affect the information displayed in the final visualizations. We now present these views in
more detail.

Topic Keywords Selection. This view allows the user to pick topics based on keywords
with high frequency in the document corpus as queries. By default, the system lists fifteen
predefined trending news topics, e.g., the Syria refugee crisis, Chinese cooperation with
Sudan, US presidential election, Trump tax, Nobel prize, Program repair for Android sys-
tem, and so forth. For each topic, the user can select relevant high-frequency keywords,
e.g., for the US presidential election, these include “candidate”, “Hillary Clinton”, “Donald
Trump”, “Democratic”, “Republican”, “GOP” as keywords. The topics are completely cus-
tomizable and the user can provide one or more keywords as input to define new topics, as
shown in Figure 7, Part 1.

Document View. The document view provides a list of documents ordered by title or
ranked by their weight as selected by the currently active filters. For large text collections,
the documents are loaded on demand. Users can browse the list and identify documents
for closer reading (bold, open folder icon), as in Figure 7, Part 2. The document text view
shows the full text of the document, where pronouns and other forms of coreference have
been resolved and replaced, and meaningful phrases are automatically highlighted in red, as
in Figure 7, Part 4.

Figure 7, Part 3 shows the distribution of documents over a year. It is displayed as a
bar chart with logarithmic scale, as this better complies with the exponential characteristics
of the document distribution. Users can drill down temporally to consider the document
distribution for specific months or days. It is also possible to select a time interval for which
the corresponding documents are shown in the document view.

The Representative Facts

Billionaire Donald Trump

vs. Outsider Matchup Finds Clinton,

enterea 2016US

presenty voted 68 percentof e-maillandal

s 2 powertu compettorof  Bilonaire

intbe afecting iy

oraduated fiom  Universty of

mostyleads  ailne

ets 10 38

Figure 7 Screenshots from the user interface of our system

@ Springer



World Wide Web (2020) 23:2043-2077 2073

Candidate Fact Extraction View. Our system is able to automatically extract all candidate
facts from multiple documents by invoking three Open IE systems, along with additional
transformations. During this procedure, several specific parameters are customizable, such
as the size and step size of a sliding window (used to reduce the computational load), coef-
ficients for semantic similarity, literal similarity, and the number of representative facts.
Figure 7, Part 5 shows the result of the fact extraction.

Fact Filtering and Aggregating View. In contrast, Figure 7, Part 6 shows a set of entities
and concepts as nodes and their connections as links to mark those facts assessed as con-
fident, coherent, and compatible after applying the TCTF approach and local compatibility
measure.

Conceptual Graph View. The resulting conceptual graph can be filtered such that only the
most meaningful and salient connections are maintained. Users can thus more easily explore
such strong connections, and user-selected entities or concepts are highlighted. For example,
in the left panel, when the user selects the first entity “Billionaire Donald Trump” within
the set of representation facts that reflect the current documents’ topic, the system presents
the pertinent entities, concepts, and relations associated with this concept via a graph-based
visualization in the right panel, including “Hillary Clinton” as a prominent figure, as shown
in Figure 7, Part 7.

Fronted and Backend Implementation Details. Our system is implemented in Java, with
Apache Tomcat!® as the Web server. All data in the backend is stored in a MySQL
database'”. For our frontend, the graph-based visualization of the system is based on
Avalon'®, as well as the jQuery19 framework.

7 Conclusion

This paper presents a novel multi-document semantic extraction system, called MuReX, to
aid users in quickly discerning salient and meaningful facts and connections in a collection
of relevant documents, via graph-based visualizations of relationships between concepts
even across documents. We collect candidate facts using an Open IE approach, which is
capable of extracting high-quality facts as candidates based on multiple existing extraction
engines and automatic transformations. We propose a two-stage candidate triple filtering
method based on an improved self-learning framework to discern confident and coherent
triples from the overall set of candidates. We further select compact and compatible triples
from the filtered results by modeling local compatibility, and connecting them in the form
of an initial graph. We construct the final conceptual graph using a heuristic that ensures
that it only consists of facts and connections likely to represent meaningful and salient
relationships. In our experiments, we illustrate that our extraction method achieves a higher
F-score on average over several competitive Open IE baseline methods on two real-world
news datasets. Besides, our approach can also guarantee a high-quality conceptual graph for

16http://tomcat.apache.org/
Thttp://www.mysql.com/
18http://avalonjs.coding.me/
http://jquery.com/
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different topics in terms of its proportion of topic-related entities and concepts, confidence
score, and fact compatibility.

Semantic information extraction from news data is an enduring and interesting prob-
lem. Thus our work can be extended in a number of potential future directions. First, in
the paper we only considered the salient entities and concepts in the conceptual graph. A
straightforward extension is to enrich them with links to information on their external ori-
gins, e.g., knowledge bases and social content, based on knowledge linking methods and
a concept-based social content alignment method. A second extension concerns the news
representation. Inspired by Hou et al. [19], who present a link-centric news representation,
organizing news at three semantic levels, namely events, topics and entities, we can attempt
to induce a three-tiered representation for the news network by integrating different types
of news, as well as linking named entities and concepts to public knowledge graphs pro-
viding background knowledge, or aligning news articles establishing links between news
and social content. A third direction is to improve the robustness of the current system
implementation. On the one hand, we may give greater consideration to fact fusion via an
automatic procedure in the process of conceptual graph construction. On the other hand, we
can further lower the threshold to transfer the approaches from newswire text to arbitrary
other domains, including even some low-resource scenarios. Our eventual goal is to develop
a unified system framework that can achieve fully automated conceptual graph construction
for a wide range of different domains.
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